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The stable multicast flow aggregation (MFA) problem in internet protocol (IP) over optical network under
the dynamical scenario is studied. Given an optical network topology, there is a set of head ends and
access routers attached to the optical network, in which each head end can provide a set of programs (IP
multicasting flows) and each access router requests a set of programs, we find a set of stable light-trees
to accommodate the optimally aggregated multicast IP flows if the requests of access routers changed
dynamically. We introduce a program correlation matrix to describe the preference of end users’ requests.
As the original MFA problem is NP-complete, a heuristic approach, named most correlated program first
(MCPF), is presented and compared with the extended least tree first (ELTF) algorithm which is topology-
aware. Simulation results show that MCPF can achieve better performance than ELTF in terms of stability
with negligible increment of network resource usage.
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Internet protocol television (IPTV), a promising rev-
enue generating application in the telcos’ triple-play
service portfolio, has been trialed and deployed by var-
ious operators and companies[1,2]. In the IPTV sys-
tem, multicasting will play a key role in the delivery of
high-quality video services to optimize the utilization of
network resources. Since customers are used to view-
ing television programs without any appreciable jitter
or delay, end-to-end quality of service (QoS) control is
a must in the video service deployment. However, it is
difficult to implement large-scale multicasting with hard
QoS guarantees in packet-switched IP network due to
its essential best-effort nature. To meet the stringent
QoS and availability requirements of multimedia ser-
vice, a novel hybrid packet/circuit multicasting network
model has been proposed[3]. This hierarchical multi-
casting architecture, with optical multicasting (always
implemented by the use of light-tree) in the core and IP
multicasting at the edge, can not only greatly simplify
QoS provisioning and traffic engineering but also pre-
serve compatibility with the existing IP access networks.
In China, 3TNet, a pioneering research initiative adopt-
ing the hybrid packet/circuit multicasting for large-scale
IPTV-oriented streaming media delivery, has been car-
ried out in Yangtze River Delta[4].

Generally, the bandwidth of one light-tree is much
higher than that required by one single IP multicasting
flow. Bandwidth efficiency can be remarkably increased
by carefully aggregating multiple IP flows into one single
light-tree, which is defined as multicast flow aggregation
(MFA) problem[5]. The MFA problem, different from
multicast grooming problem[6] and aggregated multicast
problem[7], has been proven as NP-complete. A heuristic
algorithm, named least tree first (LTF), has been pro-
posed to minimize the resource usage for the large-scale
network[5]. However, if we use the LTF algorithm in the
dynamical scenario, we find that both the combination

of the aggregated programs and the routes of light-trees
are not stable, which may lead to degradation of qual-
ity of experience (QoE) for the end users, namely, large
latency of channel zapping or service interruption. In
this letter, we study the stable MFA problem under the
dynamical scenario, which is formulated as follows: given
an optical network topology, there is a set of head ends
and access routers attached to the optical network, in
which each head end can provide a set of programs (mul-
ticast IP flows) and each access router requests a set of
programs, we find a set of stable light-trees to accom-
modate the optimally aggregated multicast IP flows if
the requests of access routers are changed. To describe
the preference of end user requests, we define a program
correlation matrix. Then we develop a heuristics named
most correlated program first (MCPF) to achieve the
stable light-trees and the stable combinations of the ag-
gregated IP flows as much as possible. Similar to the
original MFA problem, optimal network resource utiliza-
tion is still our objective. Simulation results show that
MCPF can achieve better performance in terms of stabil-
ity with negligible increment of network resource usage.

In hybrid packet/circuit multicasting network, we use
a circuited-switched optical transport network, which
consists of multicast capable cross-connects, as the core
network instead of the traditional packet-switched IP
core network. The structure of edge networks such as
head ends, access networks as well as end users remains
the same as the current IP network. Indeed, the head
ends are multicasting sources which encode multimedia
contents with IP multicasting flows and then send such
flows to the core network. Note that, the same programs
may be redundantly provided by several head ends in
the network considered in this study, which is similar
to the scenario of today’s TV delivery networks where
one channel may be distributed by several stations. As
an example shown in Fig. 1, program p2 is redundantly
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Fig. 1. Multicast flow aggregation in hybrid packet/circuit
multicasting network. (a) Initial status; (b) current status.

distributed in head ends h1 and h2. In the optical net-
work, several lower bit rate IP multicasting flows can be
aggregated into one light-tree so that the bandwidth of
a light-tree can be efficiently used. Unfortunately, even
with the best carefulness, resource overheads always exist
because the total bandwidth of aggregated IP flows may
be less than that of one light-tree and access router may
receive unwanted channels. In the access network side,
access router aggregates a large number of end users’ re-
quests originated at one residential area and delivers the
received programs through IP multicasting to end users.
In the remaining of this paper, for simplicity, we refer to
head ends as heads and the access routers as tails.

Figures 1(a) and (b) show the different MFA results
when the requests of access router change dynamically.
In the initial time, access router t1 requires program p1

and p2, while access router t2 requires program p2. After
certain time, access router t1 only requires program p1

and access router t2 requires program p2 and p3. We can
find that both the routes of light-trees and the combi-
nations of aggregated programs have changed. Tables 1
and 2 summarize their differences.

We suppose that the end user requests have preference
which could be based on the statistical end users’ behav-
iors. A simple example is that many young men like to
watch the news channels would also enjoy sport channels.
Meanwhile, most housewives may refuse sport channels

Table 1. Changes in the Route of the Light-Trees

Light-Tree
Route

Differences
Initial Current

1 {A, {D, E}} {A, {D}} 2

2 {B, {F}} {B, {E, F}} 2

Table 2. Changes in the Combination of the
Aggregated Programs

Light-Tree
Combination

Differences
Initial Current

1 p1 p2 p1 2

2 p3 p2 p3 2

Table 3. An Example of Program Correlation

News Sport Soap Opera

News 0 100 10

Sport 10 0 10

Soap Opera 1 1 0

but prefer to soap opera channels. Therefore, we define
a program correlation matrix C to describe such rela-
tionship. The element cm,n is the preference to request
for program n when program m has been requested. Its
value could be considered as costs assigned by carrier or
content service providers for program aggregation. Table
3 shows an example of program correlation. Note that
the program correlation matrix may not be symmetrical.

In this letter, we make the following assumptions: 1)
Both multicast IP flows and light-trees are one-to-many
unidirectional connections. 2) A multicast IP flow can-
not be split into two or more light-trees. 3) Sufficient
link resources are available in the optical network, thus
the light-trees are not blocked. 4) All transponder’s bit
rates are the same through the whole optical transport
network.

We formulate the stable MFA problem as follows:
Given
a) The topology of optical network G(V,E), where a

vertex vi ∈ V represents an optical cross-connect (OXC)
and an edge ei,j ∈ E denotes the transmission link con-
necting two OXCs vi and vj . N = |V|.

b) The transponder bandwidth t.
c) The set of heads H attached to the optical network,

thus H ⊆ V · J = |H|.
d) The set of tails T attached to the optical network,

thus T ⊆ V · I = |T|.
e) The set of programs P with their required band-

width B · M = |P|.
f) The Boolean transmitting matrix S representing the

relationships between the set H and P, whose element
sj,m is 1 if the source hj contains the program pm.

g) The program correlation matrix C, where cm,n is
a discrete number representing the program correlation
from the program pm to pn.

h) The Boolean receiving matrix R representing the
relationships between the set T and P, whose element
ri,m is 1 if the program pm is requested by the tail ti.

i) The changed Boolean receiving matrix R′.
Find
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A = {A1,A2, · · ·,Ak, · · ·} is a result of the MFA prob-
lem, where Ak is a quadruple (rk,Tk,Pk,Ek) represent-
ing one light-tree, in which rk ∈ H is the root, Tk ⊆ T
is a set of the leaves, Pk ⊆ P is a combination set of
aggregated programs, and Ek ⊆ E is a set of edges rep-
resenting the route.

We use a matrix L = [li,j,m]N×N×M to represent the
route of each program after aggregation, whose element
li,j,m is 1 if the route of the program pm includes the link
ei,j ; otherwise 0.

A′ and L′ are the results of the MFA problem by using
the same algorithm with the changed receiving matrix
R′.

With constraints:
a) All elements in Pk must be transmitted by the same

head.
b) The total bandwidth of a combination in one light-

tree must not be greater than the bandwidth of a
transponder.

c) One program corresponds to one multicast IP flow.
d) The programs in Pk are the aggregated multicast

flows that tails Tk intend to receive.
To minimize:
a) The difference between A and A′.
b) Total network resource usage.
In the following section, we define some parameters for

inputs and outputs.
The multicast receiving parameter α is defined as fol-

lows:

α =







‖RB‖/‖B‖−1
I−1 , I > 1

1, I = 1
, (1)

which measures the multicasting degree of the receiv-

ing matrix. In Eq. (1), ‖RB‖ =
I
∑

i=1

M
∑

m=1
ri,mbm and

‖B‖ =
M
∑

m=1
bm. α varies from 0 to 1.

The redundant transmitting parameter β is defined as
follows:

β =







‖SB‖/‖B‖−1
J−1 , J > 1

1, J = 1

, (2)

which measures the redundancy of transmitting matrix.

In Eq. (2), ‖SB‖ =
J
∑

j=1

M
∑

m=1
sj,mbm. β varies from 0 to 1.

The receiving change parameter ∆ is defined as follows:

∆ =

∑

i

∑

m

∣

∣ri,m − r′i,m
∣

∣

I × M
, (3)

which measures the dynamical change of the receiving
matrix. ∆ varies from 0 to 1.

We introduce a metric γ that is the change ratio of the
program delivery routes, which can reflect the two kinds
of changes in Tables 1 and 2.

γ =

M
∑

m=1
(

N
∑

i=1

N
∑

j=1

(li,j,m ⊕ l′i,j,m)) × bm

M
∑

m=1
(

N
∑

i=1

N
∑

j=1

(li,j,m ∨ l′i,j,m)) × bm

, (4)

Where ⊕ and ∨ are Boolean XOR and OR operations
respectively. γ aries from 0 to 1.

Although the MFA strategy provides many benefits for
large-scale streaming media delivery, it may lead to ex-
tra resource overhead. We define three different net-
work resource usages UIP, UO, and UR. UIP is for the
all-IP case without MFA, UO is the optical network re-
source usage with MFA, and UR is the real consump-
tion of network resource with MFA in IP over opti-
cal network. For the case without MFA strategy, Let
F = {F1,F2, · · ·,Fm, · · ·,FM}, where Fm denotes the
route of multicast IP flow pm.

UIP =

M
∑

m=1

(bm × |Fm|), (5)

UO = t ×
∑

k

|Ek|, (6)

UR =
M
∑

m=1



bm ×
N

∑

i=1

N
∑

j=1

li,j,m



. (7)

The original MFA problem has been proven as NP-
hard[5]. To minimize the network resource usage, a
heuristics named least tree first (LTP) algorithm is pro-
posed, whose objective is to make the total number of
light-trees finally set up in the network as small as pos-
sible. However, we find that LTP will result in great
instability on both the program combination and the
route of light-trees in the dynamical scenario. The main
reason for this instability lies in that the receiving matrix
is used as one critical parameter in selecting candidate
program in order to minimize edge difference with exist-
ing light-tree. Thus, the program combination will keep
altering with the receiving matrix’s change.

The motivation of our research is to achieve stability
both on the route and the program combination of the
light-trees considering dynamical users’ requests. Similar
to the MFA problem, optimal network resource utiliza-
tion is still one of our objectives. For simplicity, we split
this problem into two parts, program selection and rout-
ing, then, we can address them one by one.

To avoid the influence coming from the receiving ma-
trix, we develop an algorithm, named most correlated
program first, based on the program correlation model
introduced above to fulfill the program selection. The
key idea of the proposed algorithm is that programs hav-
ing the most program correlation with each other will
be selected to be aggregated into one light-tree, which
means program correlations will play a key role in pro-
gram selection instead of receiving matrix. Motivation
behind our algorithm lies in the assumption that if one
tail has requested program pm, the tail would most prob-
ably request program pn which has the largest program
correlation index cm,n. This assumption is more con-
sistent with the practical scenarios, no matter whether
the setup of program correlation is based on commercial
strategy or statistical end user behaviors. Besides the
stability of MFA, we also try to optimize the network re-
source utilization by combining more programs into one
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light-tree. That is to say, the total number of light-trees
finally set up in the network will be the least.

There are many works that have been done on the
multicast routing[8,9]. As the shortest path tree and
Steiner tree are two of the most common approaches
used, we would select one of them to be our choice. In
Ref. [10], the stability of both the shortest path tree and
Steiner tree are investigated. We find that the stability
of Steiner tree is affected by the link weight distribution
while that of the shortest tree is relatively better in most
situations. Considering our objective, the shortest path
tree algorithm is chosen to set up the light-trees. Based
on the output of program selection, we need to choose a
head as the source of the aggregated light-tree if there is
more than one possible head existing. To achieve opti-
mized network resource utilization, we use the Dijkstra
shortest path algorithm to calculate routes from each
possible head to all tails of the light-tree, respectively.
Then we choose the head with minimum cost tree to be
the source and create the light-tree. The detail of the
MCPF algorithm is shown in Fig. 2.

The complexity of the program selection algorithm
can be formulated to be O(|H||P|2 + |P|3 + |P||T|).
We can know that it will take O(|V| log |V| + |E|) time
to run Dijkistra algorithm[9]. Then the complexity of
routing approach is O(|P|(|V| log |V| + |E|)). Conse-
quently, the total complexity of MCPF algorithm is
O(|H||P|2 + |P|3 + |P||T| + |P||V| log |V| + |P||E|).

In this section, we evaluate the performance of the pro-
posed multicast flow aggregation algorithm according to
the stability and network resource usage. The LTF algo-
rithm is extended to be topology-aware to compare with
the MCPF algorithm. We adopt the NSFNET network,
as shown in Fig. 3, in our simulations, in which all links’

Input: V, E, t, H, P, S, C, B, T, R
Output: A
1 X← P k = 0
2 while X 6= ∅ do
3 k + +
4 choose one program pm that least heads contained and

with the least program correlation from other unsettled
programs in X as the first channel to join the light-tree
Ak

5 X← X− {pm}
6 repeat
7 C = ∅
8 select the program pn, which has at least one same

heads with light-tree Ak and requires bandwidth less
than (t-bandwidth required by all programs in Pk),
as candidate program to join C

9 if (|C| > 1) do
10 choose one program pc which has the most total

program correlations from all programs in Pk to
itself to join the light-tree Ak

11 end if
12 X← X− {pc}
13 until could not find out candidate channel
14 if there is more than one possible head existing for the

light-tree Ak do
15 use Dijkstra algorithm to calculate the shortest path

tree from each possible head to all tails of light-tree
Ak

16 end if
17 choose the head with minimum cost as the source of

the light-tree Ak and setup the light-tree along the
shortest path tree to all tails of Ak

18 end while

Fig. 2. MCPF algorithm.

Fig. 3. NSFNET network topology.

lengthes are set to unity. The bit rates of transpon-
ders are set to 1 Gb/s. We randomly choose 5 nodes
and 10 nodes as the heads and tails, respectively. 500
programs will be delivered from heads to tails. Among
these programs, 40% programs require 25 Mb/s, 40%
programs require 6 Mb/s, and 2 Mb/s for the others.
The values of program correlations are set to discrete
values of 1, 10 and 100 with the probabilities of 20%,
40%, and 40% respectively. We randomly generate the
transmission matrix S and the receiving matrix R with
α = 0.5 and β = 0.5. After running both MCPF and
ELTF algorithm, we change the receiving matrix R to
R′, where ∆ is varied from 0.01 to 1. For each ∆, we
repeat experiment 100 times to get the average value.

Figure 4 presents the performance on the stability of
MFA. We can see that the proposed algorithm performs
very well in terms of the change ratio of the program de-
livery route that it is almost not influenced on receiving
matrix’s variation. Even when ∆ equals to 1.0, γ still
keeps around 10−3.

We also observe the performance on the resource usage
of two algorithms when α varies from 0.2 to 0.8. Fig-
ure 5 shows the statistical result about the relationship

Fig. 4. Change ratio of the program delivery route versus
change of receiving matrix.

Fig. 5. Resource usage versus multicast receiving parameter.
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between the resource usage and the multicast receiving
parameter α. We can find that the resource overhead will
continuously decline as the α increases, which is identical
to the result of Ref. [5]. When the parameter α reaches
to 0.5, the MCPF algorithm consumes almost the same
network resource as the ELTF algorithm does. The in-
crement can be negligible.

In conclusion, we focus on the stable MFA problem
in IP over optical networks for digital TV transmission.
We formulate the stable MFA problem and show that
the original MFA problem is NP-complete. A program
correlation matrix is introduced instead of the receiving
matrix to complete program selection to avoid the insta-
bility along with the joining/leaving of end users. We try
to combine programs into one light-tree as much as possi-
ble to reduce the number of aggregated light-trees. Sim-
ulation results show that the proposed algorithm keeps
stable on the generated light-trees when ∆ varies from
0 to 1, while it also achieves nearly the same network
resource utilization as ELTF does.
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